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Abstract

The aim of this paper is to quantitatively analyze the cohesion of political and military texts from the Central
Intelligence Agency (CIA) digital library using Markov chains. The texts were characterized by 17-
dimensional feature vectors (FVs), which describe the ratio of parts of speech. The texts were divided into 80
text entities, the similarity between each entity and the entire text was calculated using cosine distance, and
from these we generated time series describing the dynamics of the text. The cohesion of the texts is represented
by the overall thematic cohesion (OTC) measure. According to our results, the 30 CIA texts examined show
high cohesion, which increases with the length of the text, and the application of a second-order Markov model
is more sensitive to the temporal structure of the text dynamics.

Keywords: text cohesion metrics, 1* and 2™ order Markov chains, DBSCAN algorithm, Linkage algorithm,
k-means algorithm.

Kivonat

A dolgozat célja a Central Intelligence Agency (CIA) digitdlis kényvtardbol szarmazo, politikai és katonai
tulajdonsag vektorokkal (FV) jellemeztiik, amelyek a szofajok ardanyat irjik le. A szovegeket 80 szovegentitdsra
bontva, az egyes entitdasok és a teljes szoveg kozotti hasonlosagot koszinusz-tavolsag segitségével szamitottuk
kohézio (OTC) mérdszam reprezentalja. Eredményeink szerint a vizsgalt 30 CIA-szoveg magas kohéziot mutat,
amely a széveghosszal néovekszik, és masodrendii Markov-modell alkalmazasa érzékenyebben ismeri fel a
szovegdinamika idobeli szerkezetét.

Kulcsszavak: a szovegkohézid metrikai, elsé és masodrendit Markov lancok, DBSCAN algoritmus, Linkage
algoritmus, k-Means algoritmus.

1. BEVEZETES

A kvantitativ nyelvészet teriilete szdmos térvényt €s mérdszamot foglal magéaba a szoveges tartalmakban
eléforduld kiilonb6z6é mintazatok elemzésére. Dolgozatunkban a szovegek kohézidjanak és azok
dinamikajanak leirasara relevans statisztikai metrikdkat €s matematikai modelleket alkalmazunk.
Szovegkohézio fogalma alatt a szoveg kiilonbozd részeit Osszetartd erdt értjikk, amely biztositja, hogy a
mondatok és a gondolatok logikusan kapcsolodjanak egymashoz, jol érthetd egészet alkotva. Ezt nyelvtani
(linedris) és tartalmi (globalis) eszkdzokkel érik el, mint példaul kotdszavak, ismétlés, névmasok, ill. a téma-
réma szerkezet vagy a logikus gondolatmenet. Korabbi kutatasainkban [1] megallapitottuk, hogy egy adott
szovegen belill a kiilonb6z6 entitasok (azaz szovegrészletek) €s a sziilo szoveg kozott magas szintli korrelacio
fenn a kiilonb6z6 szovegek eltérd entitasai kozott. A narrativ folyamat az a fontos fogalom, amin keresztiil a
szerz0 megvalositja céljait, ezt tanulmanyozva irhatjuk le, hogy hogyan milkodik a narrativa. A
szovegdinamika a narrativa belsé folyamata, ami altal eléri céljait, az olvaséi dinamika az olvasé ezzel
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megegyezé kognitiv, etikai, affektiv és esztétikai valasza a szovegdinamikara [6]. Vizsgalatunkban
szovegdinamika fogalma alatt az adott szovegben taladlhatdo események, torténések sorat értjiik, amit a szerzo
elmond a hallgatosaganak. A szdvegek lancszeri szerkezetiiek, folyamatosan elérehaladva bontakozik ki
benniik a cselekmény. A cselekmény kozlése torténhet kiilonbozd idésikok kozott valtva, valamint az
események, a dolgok kdzepébe vagva, azaz ,,in medias res”.

Kapcsolodo kutatasnak tekinthetjiik az dkori gordg irodalmi szdvegek osztalyokba torténd sorolasat,
amit Visszacsatolasos Neuralis Halozat (RNN) alkalmazasaval hajtottunk végre az dkori Alexandriai Konyvtar
osztalyozasi rendszerére tamaszkodva [2, 3]. Egy masik irdnyban is kutatast végeztiink, ahol a MARCELL
projekt soran 0sszegyljtott Europai Unids horvat és angol nyelvii jogszabalyokat elemeztiik. Elvégeztiik a jogi
korpuszban 1év0 cimkézetlen jogi szovegek téma besorolasanak becslését a Latent Dirichlet Allocation (LDA)
algoritmus alapjan tobb cimkés osztalyozast hasznalva. Kidolgoztuk az LDA moédszer flexibilis valtozatat,
hogy azzal tdmogassuk a jogi szovegek minél kifinomultabb téma besorolasat, ahol adott kiiszobérték
definialasaval tobb dobogds téma besorolasat valositottuk meg a jogszabalyok szamara [4, 5].

A dolgozat tovabbi részének felépitése a kdvetkezod: az elsérendli és masodrendi Markov lancok
modellezési tulajdonsagainak bemutatdsa a masodik részben talalhatd. Utana a CIA (Central Intelligence
Agency) konyvtarabdl letoltott szovegek elemzése kertil sorra Markov modszerrel. Az 6sszefoglalas és jelen
kutatasi tevékenység folytatasanak lehetséges 1€pései a dolgozat végére kertilt.

2. ALKALMAZOTT MODSZER

Az elemzett szovegek szerz6i események, torténések sorat irjak le adott idérendi sorrendben. A szdveg
szerz0i sajat egyéni stilusukat megvaldsitva mondjak el a torténetet olvasdiknak. A szerzok altal megtervezett
szovegrészlet automatikus leirdsara. A dolgozatban szdvegentitasnak tekintjiilk adott szoveg egymas utan
kovetkez6 mondataibol allo szovegrészletet. EbbSl a szempontbdl nézve tehat a szoveg szdvegentitasok
lancokat alkalmaztunk matematikai modellként.

A diszkrét idejit Markov lanc az {Xt}, t > 0, sztochasztikus iddsorok modellezéséhez hasznalt médszer,
amelyeknél a kdvetkezé megfigyelés csak korlatozott szamu el6z6 megfigyeléstdl fiigg:

P(Xp41 = Xpp1lXe = X, o0, Xo = x0) = P(Xpy1 = Xe1|Xe = Xpy oo, X = Xp—g) (D

rrrrrr

el6z6 eseménytdl fiigg, ahol k-t a Markov folyamat rendjének nevezziik. Ha k = 1, akkor a folyamatot
egyszerien (elsorendii) Markov folyamatnak, ha k = 2, akkor mdsodrendii Markov folyamatnak nevezziik.
Megfigyelhetd, hogy k = 1 esetén a jovO csak a jelentdl fligg, mig k = 2 esetén a jové a multtol és a jelentdl
is fligg. Ezeknél a folyamatoknal az allapotok kozotti valtasok valoszintliségét P tranzicids matrixba rendezziik.
Adott sor-oszlop altal jeldlt elem a sor azonositoju allapotbol az oszlop azonositoju allapotba vald valtashoz
tartozik:

Pij = P(Xt+1 = Sj|Xt =S "'!Xt—k = Sk), ahol (2)
Y Pj=1 3)

vagyis a tranzicidés matrix minden sora mentén teljes eseményhalmazunk van, azaz a valdszinliség értékek
Osszege 1). Az elsérendii Markov folyamatot emlékezet nélkiilinek nevezziik és jol alkalmazhat6 a révid tava
id6soros fiiggések modellezésére. A masodrendii Markov folyamat harom dimenzioés tranzicids tenzorjat is
lehetséges kibdvitett matrixra konvertalni:

Pijie = P(Xep1 = se|Xe = 55, Xeoq = 1) 4)

Pijy-(jk)y = P(Xe41 = s|Xe =5, Xeo1 = 51) (5)

Itt a kovetkezo allapot az elézo kettotdl fiigg, igy erdsebb idébeli szerkezetet képes megragadni. Az
allapotparok egyetlen kibdvitett 4llapotként vald kezelése elsérendii lanccd alakitja a folyamatot az S?2
halmazon. Ez akkor hasznos, ha az egylépéses memoria nem elegend6 az idésor dinamikajanak modellezésére.
Egy diszkrét idejii Markov-lanc {Xt},t = 0, stacionarius eloszlasa T = (7ty, ..., ;) egy olyan valosziniiség-
eloszlas, amely kielégiti az alabbi feltételeket:

nP=mn (6)
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?=1 m; = 1 (7)

ahol P az n X n-es tranzicids matrix, és m; = P(X, = s;) az i-edik allapot staciondrius valdsziniisége.
Ha a lanc eléri a stacionarius eloszlast, akkor minden késdbbi 1épésben az eloszlas valtozatlan marad:

lim yyPt =m 3

t—oo

A (6) Osszefliggés alapjan lathato, hogy a m staciondrius eloszlas a tranzicids matrix sajat vektora. A (7)
tulajdonsag alapjan a P matrix legnagyobb abszolutértékli sajatértéke 1] = 1. A stacionarius eloszlas
elérésének sebességét a P masodik legnagyobb sajatértékkel lehet mérni az aldbbi modon:

1
Tmix = 70200 ©

ahol a nevezében 1évé 1 — |1, tag a spektralis rés nevet viseli. Ez minél nagyobb, annal gyorsabban keveredik
a lanc, azaz anndl hamarabb kozelit a stacionarius eloszlashoz. Ezt a metrikat haszndljuk a szdvegek
alszovegeinek elemzéséhez [7, 8, 9, 10].

3. ESETTANULMANY

Korabbi vizsgalatunkhoz képest tovabbi 10 darab 11j szoveget toltottiink le a Central Intelligence Agency
(CIA) szervezet Digitalis Konyvtarabol, ami dsszesen 30 darab szovegbdl allo adathalmazt eredményezett. A
szovegekrél elmondhat6, hogy kiilonféle politikai és katonai eseményeket irnak le, amelyek a vilagban
torténtek 50 évvel ezelott. Ezért ezek a szovegek homogénnek tekinthetdk, mert a fent emlitett témakrol
szolnak. Ezen vizsgalt szovegek felsorolasat lasd az 1. tabldzatban, ahol a szdvegek a szavak szdmdanak
novekvod sorrendjében szerepelnek.

Az elemzett CIA szovegek 1. tablazat

Szerzo(k) Cim
1. | Central Intelligence Agency Memorial Wall Publication
2. | Richard Mobley, James The Thrill of the Hunt: Lessons from Archival Research into Cold-War Era
Marchio, Gary B. Keeley Intelligence Decisionmaking
3. | Central Intelligence Agency Notes from Our Attic: A Curator’s Pocket History of the CIA
4. | Central Intelligence Agency The Work of a Nation: The Center of Intelligence
5. | Central Intelligence Agency Our First Line of Defense: Presidential Reflections on US Intelligence
6. | Gregory F. Treverton, Unheeded Warning of War: Why Policymakers Ignored the 1990 Yugoslavia Estimate
Renanah Miles
7. | US Government A Tradecraft Primer: Structured Analytic Techniques for Improving Intelligence
Analysis
8. | David W. Waltrop An Underwater Ice Station Zebra
9. | Central Intelligence Agency The Caesar, Polo and Esau Paper: Cold War Era Hard Target Analysis of Soviet and
Chinese Policy and Decision Making 1953-1973
10. | Central Intelligence Agency A Life in Intelligence — The Richard Helms Collection
11. | Central Intelligence Agency At Cold War’s End
12. | Clayton D. Laurie, Andres CIA and the Wars in Southeast-Asia 1947-75
Vaart
13. | Central Intelligence Agency Bosnia, Intelligence, and the Clinton Presidency: The Role of Intelligence and Political
Leadership in Ending the Bosnian War
14. | Central Intelligence Agency Penetrating the Iron Curtain: Resolving the Missile Gap with Technology
15. | Michael Warner, J. Kenneth US Intelligence Community Reform Studies since 1947
McDonald
16. | Central Intelligence Agency President Nixon and the Role of Intelligence in the 1973 Arab-Israeli-War
17.| Central Intelligence Agency The Warsaw Pact: Treaty Friendship, Cooperation and Mutual Assistance
18. | Central Intelligence Agency Profiles in Leadership: Directors of the Central Intelligence Agency and Its
Predecessors 1941-2023
19. | Central Intelligence Agency Ronald Reagan: Intelligence and the End of the Cold-War
20. | Central Intelligence Agency President Carter and the Role of Intelligence in the Camp David Accords
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21. | Central Intelligence Agency Predicting the Soviet Invasion of Afghanistan: The Intelligence Community’s Record

22. | Andrew Skitt Gilmour A Middle-East Primed for New Thinking: Insights and Policy Options From the
Ancient World

23. | Robert Vickers The History of CIA’s Office of Strategic-Research, 1967-81

24. | Thomas L. Ahern, Jr. ,,Nothing if Not Eventful”: Recollections of a Life’s Journey in CIA

25. | James W. ,,Bill” Lair as told ,,An Excellent Idea: Leading CIA Surrogate Warfare in Southeast Asia, 1951-1970, a

to Thomas L. Ahern, Jr. Personal Account

26. | Central Intelligence Agency CIA’s Analysis of the Soviet Union 1947-1991: A Documentary Collection

27. | John L. Helgerson Getting to Know the President: Fourth Edition: Intelligence Briefings of Presidential
Candidates and Presidents-elect, 1952-2016

28. | Central Intelligence Agency Watching the Bear: Essays on CIA’s Analysis of the Soviet Union

29. | Douglas F. Garthoff Directors of Central Intelligence as Leaders of the U.S. Intelligence Community, 1946-
2005

30. | L. Britt Snider The Agency and the Hill: CIA’s Relationship with Congress, 1946-2004

A szovegek hossza 3,6 és 167 ezer sz6 kozott talalhatd. A vizsgalt szovegek 70%-a kevesebb, mint
35000 szot foglal magaba, ezaltal lehetévé valik szamunkra a szovegméretek megkdzelitdlegesen harom
linedris értéktartomanyat vizsgalnunk (lasd az 1. abrat).

Length of Texts
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1. abra. A 30 darab CIA széveg hossza

Mindegyik CIA szoveget tokenekre (szOzsetonokra) alakitottuk at. Ezutin a szovegek tokenjeit

megfelel6 szofaj kategoridba beazonositottuk, kiilonods tekintettel az adott szoveg kontextusara. Matlab
programozasi eszkOz beépitett fiiggvényei segitségével megkaptuk az egyes tokenek megfeleld szofaj
kategoriaba torténd besorolasat.

A feature vektor token kategoriai

2. tablazat

ID | Token kategoria ID | Token kategoria ID Token kategéria ID | Token kategoria
1 melléknév 6 elvalasztoszo 11 viszonyszo 16 | szimbolum

2 értelmez6 7 indulatsz6 12. névmas 17 ige

3 hataroz6szo 8 fonév 13 tulajdonnév

4 segédige 9 szamnév 14 irasjel

5. | kotdszo 10 | egyéb 15 alarendeldszo

Osszesen 17 token kategoriat hasznaltunk (lasd a 2. tablazatot). Az ,,egyéb” token kategoriara azért volt
szilkség, mert a nemzeti nyelvek lehetséges specialis tulajdonsagai ebbe helyezheték el. Az egyes
dimenziokban az adott szofajok szazalékos eldforduldsi gyakorisaga jelenik meg. Ez a 17 dimenzids

mor

jellemzévektor minden szovegegységben szamszerlsiti az egyes szofajok aranyat, gyakorisagat és eloszlasat.
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Lehetoévé teszi a szovegek nyelvtani szerkezetének, stilusanak és komplexitasanak objektiv dsszehasonlitasat,
valamint rejtett mintazatok és szerzoi sajatossagok feltarasat.
3.1. Szovegek tulajdonsag vektorainak egyedi mintazatai

A vizsgalt szovegeket egy 17 dimenzids FV (Feature Vector) tulajdonsag vektor jellemzi a tokenek
relativ szama alapjan. Ezek a vektorok specialis mintazatukbol adoéddan tulajdonképpen leirjak az adott szoveg
jellegét a szovegek méretétdl fiiggetleniil (1asd a 2. abrat).

30T(i: Feature, No. Tokens = 11448 30T15: Feature, No. Tokens = 24289 33’30: Feature, No. Tokens = 167004
25 25 24 25
21 21
g 201 18 g 20 g 20 17
> > >
£ 15 =15 1314 £ 15
< 11 c =
2.0 240 £ 10 :
=0 7 & = 77 3 = 7 =
5 5 5
4
5 33 0,0 3 3 5 5 33, 22
0 0 0
13 5 7 9 11 13 15 17 1 3 57 9 11 13 156 17 1 3 57 9 11 13 15 17
Feature Vector Feature Vector Feature Vector
2. abra. Szévegek globdlis tulajdonsdg vektora harom kiilonbozo meéretii szévegnél: T6, T15, T30.

Megfigyelhetd, hogy az azonos témékba tartozd szovegek is eltérd tulajdonsag vektor mintazattal
rendelkeznek a nyelv specifikussaga, a szoveg stilusa, illetve mésik szerzdje miatt. Hairom kivalasztott szoveg
eltéré tulajdonsag vektor mintazata keriil bemutatasra a 2. abran. Az intenzitds szazalékértékeket lefelé
kerekitettiik a [0, 100] intervallumban. Szembetlind a diagramokon, hogy a legnagyobb intenzitas értékkel a
fonév token kategoria rendelkezik mindharom esetben. A legritkabb token kategéridk pedig a szamnév,
viszonysz0, az aldrendeldsz6 és a szimbolum.

A N =30 darab szoveg mindegyik STij szOvegentitasara (alszoveg, ,,SubText”) vonatkozdan
eléallitottuk a F Vl.] € M, 17 tulajdonsag vektorokat, aholi = 1, ..., N ésj = 1, ..., m. A szOvegentitdsok szama

m € N, jelen esetben m = 80 darabra osztottuk fel mindegyik szoveget. Mivel a szovegek kiilonb6zo

hosszusaguak, ebbdl adododan a kiilonbozé szovegekbdl szarmazd szdvegentitasok is valtozod hosszusagiiak
(lasd az 1. abrat).

3.2. Szdvegentitasok hasonlésaganak elemzése

Minden egyes T;, i = 1, ..., N szdveg esetén az j = 1, ..., m darab STij szOvegentitdsara meghataroztuk
az m darab F Vij tulajdonsagvektort, illetve a szoveg egészére vonatkozo FV;, globalis tulajdonsagvektort is.
Ezaltal T; esetén kiszamolhatd az m darab sajat szovegentitas, illetve a globalis tulajdonsagvektor kozotti
hasonlésag. Ehhez a Koszinusz tavolsag metrikat hasznaltuk, mivel az egyes F Vl.j vektorok egyes

dimenzidkban nagyon eltérd értékeket mutattak. A Koszinusz tavolsag kiszamolasa két u,v € M,,q, vektor
esetén az alabbi Osszefliggéssel torténik:

uv

dCwv) =1 =g (10)

ahol u - v az két vektor bels6 szorzatat jelenti. Fontos megjegyezni, hogy a vektorok hosszatol fiiggetlen ez a
tavolsag, csupan a koztiik 16v6 szoget érzékeli. igy parhuzamos vektoroknal a metrika nulla értéket ad, mig
merdlegesség esetén az érték 1. Ennek segitségével az adott T; szoveget egy D; = (d}, ..., d™) id6sorral
jellemezziik, amit szoveg dinamikdjanak neveziink. A D; id6sor atlaga az adott T; szoveg egydimenzios értékét
jelenti, vagyis a szoveg egy globalis metrikaja. Rogzitett i esetén a d{ ,j =1,...,m hasonlésagok mindegyike
az adott szoveg tartalmara jellemzo.

Mivel az egymas utan kovetkezd szovegentitdsok mondanivald szempontjabol Gsszefliggdk, ezért

crer

OTC; =—YM,d/, i=1,.,m (11)
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Konnyen belathato, az OTC metrika a (0, 1) intervallumban adja értékeit. Az N = 30 szdveg esetén
az atfogd tematikus kohézidé mérettdl fiiggo tulajdonsagat a 3. abra szemlélteti. Megallapithato, hogy a vizsgalt
CIA szovegek esetén az OTC metrika minden esetben 85% feletti, tehat jol méri a szoveg tartalmi
Osszetartozasat. Ugyanakkor az is megfigyelhetd, hogy az OTC a szovegek szavainak szamatol is fligg. Minél
hosszabb a koherens szoveg, annal nagyobb az OTC értéke is a (0, 1) intervallumban. Ezt varhatéan az okozza,
hogy a szerzo tobb stilisztikai eszkozt tud hasznalni a nagyobb szovegnél a szovegentitasok 0sszekotéséhez.

A D; iddsorok szorasa a szoveg tartalmi témavaltasanak mértékét méri. Az N darab elemzett CIA
szoveg esetén ezek a témavaltasok egy hatvanyfiiggvénnyel kozelithetok. Ezt szemlélteti a 3. abra jobb oldala,
ahol a log-log skalan egyenesek altal hatérolt teriiletiink van. Itt is megfigyelhetd, hogy a szords mértéke a
szoveg szavakban kifejezett szamatol fiigg. Hosszabb szovegek szorasa erételjesebben eltér egymastol, mint a
rovidebb szovegeknél. Ezt okozhatja a szokincs valtozatossaga az egyes szerzok szovegében.

Mpan(Cos§ nji§tiFV),FV)) vs. Length of Text STD(CosSim(St(FV),FV)) vs. Length of Text
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.
. 2 .
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3. dbra. A szovegek kohézio metrikai: bal) Atfogod tematikus kohézid; jobb) Témavalts intenzitas.

A T; szovegnek a D; id6sor altal képviselt dinamikéja az elemzett CIA szovegek esetén zomében 70%
felettiek (1d. 4. abra bal oldal). A D; mintazatok kisebb szovegnél nagyobb kilengéseket tartalmaznak, mig
hosszabb szovegek esetén ez kevésbé valtozik adott szovegen beliil. Ezt latjuk a 4. abra bal oldalan 1évo
vetlileteknél is. Ennek oka a szovegentitdsok méretébol adodo erdsebb korrelacid rogzitett i esetén az F Vi] és
az FV; kozott j = 1, ..., m értékekre. Ez a kohézio ndvekedését is okozza a mérettel.

FV Cosine similarities
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4. abra. A szévegek hasonlosag metrikdja: bal) Koszinusz tavolsag az alszéveg- és a sz6vegazonosito
fiiggvényeben; jobb) A szévegek klaszter szamanak fiiggése a sugartol.

Adott T; szoveg F Vl.] ,j =1, ..., m hasonlosag jellemzdinek klaszterbe sorolasdthoz DBScan algoritmust
is hasznaltunk. Mivel azonban a DBScan erételjesen fligg az (r, MinPts) klasztersugar, illetve minimalis
elemszam paraméterektol, ezért tobb probalkozassal hataroztuk meg ezek optimalis értékét (1d. 4. abra jobb
oldal). Ha a klaszter tagjainak minimalis szamat (MinPts) kicsire vessziik, akkor sok kis csoport alakithat6 ki
akkor is, ha a klaszter sugara kicsi. Ha a klaszterek minimalis sugarat noveljiik, akkor egyre tobb elem
sorolhatd be ugyanabba klaszterbe, igy a csoportok szama egyre csokken, mignem az 0sszes elem egyetlen
kdz0s csoportba sorolodik. A két paraméter helyes értékének meghatarozdsa DBScan esetén ugy torténik, hogy
a néhany tagszam eldiras mellett a csoportok szamanak sugartol valo fliggésnél a legmeredekebb csokkenés
kozepét valasztjuk. Ez alapjan az alkalmazott kombinacio: (r, MinPts) = (5%, 5).
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3.3. Elso6- és masodrendit Markov lancok alkalmazasa

Héarom kiilonboz6 klaszterezési algoritmust hasznaltunk adott T; szdveg F Vij ,j =1,...,m tulajdonsag
vektorainak csoportositasahoz. Minden esetben Koszinusz tavolsag metrikat hasznaltuk. Ismeretes, hogy a
klaszterbe sorolasa mérheté mennyiségeknek tulajdonképpen egy kerekitési tevékenység. Ezaltal adott T;
szovegnél az m darab, sorban kovetkez6 tulajdonsag vektor clM(’dszer < m darab klaszterbe sorolodik be,

vagyis klaszterezési modszertdl fiiggéen mas-mas klaszterszamot kapunk. Az egyes klaszter azonositokat egy-

egy allapotnak tekintjiik a Markov lanc szdmara. Igy az F Vij ,j = 1,...,m vektor egy cM®42¢T ¢lemii allapot

sorozatot ad, amiben meghatarozhat6 az allapotok egymadsutanja. Ezt a jelen dolgozat 2. szekcidjaban targyalt
{Xt},t = 0 sorozatnak tekintjik és a keveredési (vegyitési) id0 értékét szamoljuk. Elsérendd, illetve
masodrendii Markov lancként kezelve az {Xt},t > 0 sorozatot, a T15 szdveg esetén a harom klaszterezési
maodszer alapjan kapott allapot graf, illetve sajatérték abrakat az 5., illetve 6. abra szemlélteti.

Text 15: Transition Graph Text 15: Transition Graph Text 15: Transition Graph

0.055

Text 15: Eigs of the Transitign Matrix

¥ Eigenvalues | |
Spectral gap

- Eigenvaluej | Eigenvalues

Spectral gap Spectral gap

-0.5 0 0.5 1 -0.5 0 0.5 1 -0.5 0 0.5 1
5. abra. A T15 szoveg elsorendii Markov tranzicios grafja és tranzicios matrixanak sajatértékei: a)

DBSCAN algoritmussal; b) Linkage algoritmussal; c) k-Means algoritmussal kapott eredmények.

Megéllapitottuk az alabbiakat:

i) A DBScan lényegesen tobb klaszterbe sorolja be az FVi] ,j =1,...,m tulajdonsag vektorokat,
fiiggetleniil a Markov lanc emlékezetétol.

ii) A klaszterek szama a Linkage és a K-Means esetében nem egyértelmiien rangsorolhaté. Ez a
sajatértékek darabszamaval is egyértelmiien igazolhato.

iii) Az elsérendi Markov lanc gyorsabb konvergenciaval (kisebb keveredési idével) rendelkezik, mint
a masodrendli Markov lanc.

Egy elsérendlii Markov-lancnak kisebb a keverési ideje, mint egy ugyanazon az allapothalmazon
definialt masodrendi Markov-lancnak. Egy elsérendii lanc csak az aktualis, X, allapotra emlékszik Egy
masodrendii 1anc két korabbi allapotra emlékszik (X;_q,X;), ami gyakorlatilag egy 0j, n? méretii allapotteret
hoz létre, ahol n az allapotok darabszama. A T,y;, keverési id6 nagyjabol az 1 — |4, |, spektralis rés reciproka,
ahol |A,| a tranziciés matrix masodik legnagyobb sajatértéke nagysdgrendben. Egy masodrendli lancot
elsérendfi lancként dbrazolunk n? &sszetett allapotokon. Ez kisebb spektralis réshez vezethet, azaz 1-hez
kozelebbi sajatértékekhez, mert az (X;_q, X;) memoria lelassitja az informacio elfelejtésének sebességét. A
lanc bizonyos kétlépéses kontextusokban hosszabb ideig beragadhat. Az allapotgraf gyakran kevésbé
Osszefiiggbvé és inkabb blokkszerkezetiivé valik, ami noveli a korrelacios idot. Az elsérendii lanc gyorsan
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elfelejti a multat, ezért gyorsabban keveredik. A masodrendl lanc extra memoriat hordoz, ezért lassabban

keveredhet.

Trajektoria és stilusvaltasok felismerése terén a jellemzOk sorozata gyakran fokozatos stilus- vagy
témavaltast mutat. A masodrendii &tmenetek a valtozas iranyat (momentumat) is kodoljak. Nemcsak azt latjuk,
,»hol vagyunk” X;, hanem azt is, ,,honnan jottiink” (X;_1, X;), ami segit felismerni a tendenciakat (pl. névekvo
bonyolultsag, valtoz6 dinamika). A masodrendii modell nemcsak allapotokat, hanem jellemzéatmeneteket is

felismer, ami segit azonositani ismétlddo szerkezeti vagy stilusmintakat.

Text 15: Transition Graph

Text 15: Transition Graph

Text 15: Transition Graph

¥ Eigenvalues
Spectral gap

¥ Eigenvalues
Spectral gap

¥ Eigenvalues
Spectral gap

04
06
08

-0.5 0 0.5 1 -0.5 0 0.5 1 -0.5 0 0.5 1

6. abra. A T15 szoveg masodrendii Markov tranzicios grafja és tranzicios matrixanak sajatertékei: a)
DBSCAN algoritmussal; b) Linkage algoritmussal; c) k-Means algoritmussal kapott eredmények.

A keveredési id0 értéke fiigg az alkalmazott klaszterezési modszertdl. Ezt szemléltetik a 7. abra két
grafikonja, amelyek az elsérendil, illetve masodrendi Markov lancok keveredési idejének allapotterében
jelenitik meg az N darab széveget. Elséfoki Markov lancnal kialakitott 4llapottérben a szovegek egyetlen
csoportba sorolhatok (1d. 7. abra bal oldal). Ez azt igazolja, hogy a CIA témaju szovegek témakdre hasonlo
megkdzelitések alapjan ismertetik a mondanivalot. A masodrend(i Markov lancok esetén késziilt allapottérben
viszont a szovegek két fo csoportra tagolhatok, mikdzben megjelentek egyedi stilust irdsok is. Ez jol mutatja,
hogy a masodrendii Markov lancokkal torténd elemzés masfajta részletekre is figyel a szovegek dinamikajat
illetéen (1d. 7. abra jobb oldal).

Texts in the Mixing Times Space, M1 Texts in the Mixing Times Space, M2
. Text ID Text ID
: ®01 @16
° ®02 @17
®0 @18
®04 @19
04 _‘,a'. 2 :05:20
R 06 @ 21
E A S NS E @07 @22
22 . 2 ®0i @22
3 3 ® 00 @24
=1 = ®10@®25
%0 < ® 1 @2
® 12027
9 ®13@28
4 ® 1402
0:5 2“ ® 15 @ 30
(,/-)% 3 o ® - 0
N , . ;
4”@ 15 X ok T 0e®
) 2\8 ° oee
7. abra. Markov lanc vegyitési ideje a DBScan, Linkage és K-Means klaszterezesi térben.
bal) Elsérendii Markov lanc; jobb) Masodrendii Markov lanc.
EMT 171




XXIIl. Enelko — XXXII. SzamOkt

Az atlagos keveredési id6 az els6foku és masodfokt Markov lancok segitségével a 30 elemzett CIA
szovegnél egyértelmiisiti a memoria hatasat. A masodrendii Markov lanc a hosszabb memoridja miatt
stabilabban, de lassabban konvergal az allapotvaltasok egyenstlya felé (1d. 8. abra bal oldal).

Mean Mixing Times Mean Mixing Time M2 vs. M1

28
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Text Size [kWord] Mean Mixing Time, M1
8. abra. Atlagos vegyitesi idék Markov lancoknal (DBScan, Linkage és K-Means klaszterezésekbdl):
bal) Elsorendii (M1) és mdsodrendii (M2) Markov lanc a széveg hossza alapjan,; jobb) (M1, M2) scatter.

Az atlagos keveredési idOk szorodés (scatter) abrdja egy nagyobb és egy kisebb stlirliségli tomoriilést
mutat (Id. 8. abra jobb oldal). Ez a jelenség tipikus, ha a szdvegek kiilonb6zé belsé rendezettségiiek: pl.
egyesek inkabb véletlen jelsorozat-szertiek, masok szabalyos nyelvi szerkezetet mutatnak.

4. OSSZEFOGLALAS

crcr

azt, hogyan kapcsolddnak 6ssze a szovegrészek és miként bontakozik ki benniik a narrativa. A szoveget
egymas utani szovegegyseégek (szovegentitasok) sorozataként kezeljiik, melyeket 17 szofaj kategoria aranyait
tartalmazo tulajdonsagvektorokkal irnak le. A vizsgalat 30, a Central Intelligence Agency (CIA) digitalis
konyvtarabol szarmazd, politikai és katonai témaja angol nyelvii szovegen alapul. A szovegentitasok és a teljes
szoveg globalis tulajdonsag vektoranak hasonlosagat Koszinusz-tavolsag segitségével szamitottuk, amelybol
D; iddsort képeztiink, és ennek atlaga adta az adott szoveg atfogd tematikus kohézié (OTC) mérészamat. Az
OTC értékek minden esetben 85% felettiek, és Osszefiiggést mutatnak a szoveghosszal: hosszabb szovegek
kohézidja nagyobb. A témavaltasok intenzitasat a D; idésor szorasa jellemzi, amely szintén a szoveghosszal
aranyosan nd. A szerzok a szovegdinamika modellezésére els6- és Markov-lancokat alkalmaznak, és a
szovegek kohézios szerkezetének statisztikai tulajdonsagait a spektralis rés (1—|A2|) segitségével vizsgaljak.
Eredményeik szerint a szovegek kohézidja és dinamikaja kvantitativ médon mérhetd, és ezek a jellemzok
szorosan Osszefliggnek a szovegek hosszaval és a szerzO stilusaval. Elsérendi modell csak az aktualis
allapotbdl josolja a kovetkezot. A masodrendli modell a két el6z6 allapotot is figyelembe veszi, ezért képes a
lokalis kontextust jol megragadni, mig az elsérendii erre nem képes.
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